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The author examined whether respiratory sinus arrhythmia (RSA) responses to stress predicted resting RSA approximately 3 years later in children and adolescents. A total of 149 children and adolescents (49% girls and women, 44% African Americans) participated in 2 laboratory protocols approximately 3 years apart. RSA reactivity during tasks was consistent within participants across tasks during each session. Resting RSA at Visit 1 explained 17% of the variance in resting RSA at Visit 2 when body mass index, duration between visits, race, gender, and age were controlled for. Visit 1 RSA reactivity explained an additional 5% of the variance in resting RSA at Visit 2. The positive relationship between Visit 1 reactivity and Visit 2 resting levels suggests that larger decreases in RSA during stress predicted lower resting RSA. Conversely, increases in RSA during stress were associated with higher resting RSA an average of 3 years later.
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The relationship of heart period variability (HPV) to cardiovascular disease (CVD) is supported by evidence demonstrating that low HPV is a prognostic indicator of mortality after a coronary event (for reviews, see Kristal-Boneh, Raifel, Froom, & Ribak, 1995; van Ravenswaaij-Arts, Kollee, Hopman, Stoevinga, & van Geijn, 1993) and of increased incidence of hypertension, coronary heart disease, and mortality (Dekker et al., 2000; Liao et al., 1997; Singh et al., 1998; Tsuji et al., 1996), as well as a correlate of risk factors for CVD (Friedman & Thayer, 1998a, 1998b; Sloan et al., 1994). Most of this evidence is from researchers examining total HPV across both short-term and 24-hr recordings rather than the specific low- and high-frequency components. The high-frequency component of HPV assesses respiratory sinus arrhythmia (RSA) and is often used as an index of vagal control of the heart. Researchers have found evidence for RSA as a risk factor for CVD. Using data from the Atherosclerosis Risk in Communities study, Dekker et al. (2000) reported that participants with low RSA had increased relative risk of CVD mortality, both before and after adjustment for cardiovascular risk factors. The increased rate of CVD mortality was true for low-RSA participants with and without current clinical signs of CVD. Tsuji et al. (1996) reported that low RSA was related to increased risk of higher rates of coronary insufficiency, myocardial infarction, and death from both coronary heart disease and congestive heart failure after adjustment for clinical risk factors in these same samples. Therefore, low levels of the vagal component of HPV may be a prognostic risk factor for the development of CVD.

Vagal control serves to maintain homeostasis and promote growth and restoration. Porges and colleagues (Porges, 1995, 2001; Porges, Doussard-Roosevelt, Portales, & Greenspan, 1996; Porges, Doussard-Roosevelt, Portales, & Suess, 1994) proposed that vagal responses to stress function as a “brake” to quickly regulate responses to environmental demands. Further, high resting vagal control is an indicator of the behavioral and autonomic flexibility needed to react and self-regulate in response to environmental demands. In support of his model, Porges (1991, 1992) has shown that individuals with higher resting vagal control exhibit greater vagal withdrawal during sustained attention and stress; that infants with higher resting vagal control are more attentive to novel stimuli, are less distractible, and show faster habituation; and that adults with higher resting vagal control exhibit greater vagal withdrawal and better performance in a reaction time task. Thus, a corollary of Porges’s (1991, 1992) model is that resting vagal control should predict vagal responses to stress. In turn, those with greater vagal responses to stress should exhibit greater resting vagal control. Resting vagal control as a predictor of later vagal responses to stress has been demonstrated (Porges, 1991, 1992, 1995, 2001; Thayer, Friedman, Borkovec, Johnson, & Molina, 2000). To my knowledge, no other researchers to date have examined whether vagal responses to stress predict future resting vagal control.

Individual Differences in RSA Reactivity

Reactivity should predict later resting cardiovascular function under certain conditions (cf. Manuck, Kasprowicz, & Muldoon,
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First, reactivity should exhibit individual response stereotypy, that is, consistent individual differences in response to varied situations. Although differences across tasks in RSA reactivity have been found, individual differences among adults performing the same tasks also have been demonstrated (Berntson et al., 1994; Berntson, Cacioppo, & Fieldstone, 1996; Berntson, Cacioppo, & Quigley, 1991, 1993; Cacioppo, Uchino, & Berntson, 1994). Specifically, during active coping tasks requiring cognitive efforts such as mental arithmetic, reaction time, and speech, participants’ RSA on average decreased. However, a subset of individuals exhibited increases in RSA during these tasks (Berntson et al., 1991, 1993, 1994, 1996; Cacioppo et al., 1994). My colleagues and I have also found evidence for individual differences in RSA reactivity among children and adolescents (Salomon, Matthews, & Allen, 2000). Although care must be taken when interpreting between-participants differences in RSA because of interindividual differences in mean heart rate (Grossman & Kollai, 1993), the evidence does suggest that individual differences in vagal reactivity may be evident throughout the life span.

Second, individual differences in reactivity should be moderately stable across time, reflecting chronic response tendencies. This is not to say that reactivity is itself a trait. Instead, reactivity fits within a biopsychosocial model, suggesting that the interaction of social, personality, and biological factors within a person leads to stable reactivity tendencies. Third, stable individual differences in reactivity should be predictive of later resting levels (Manuck et al., 1990). A number of studies provide evidence for the stability of individual differences in vagal reactivity. Participants have exhibited moderate to high consistency of RSA reactivity within the same testing session and across different tasks (Berntson et al., 1994, 1996; Salomon et al., 2000; Sloan, Shapiro, Bagiella, Fishkin, et al., 1995). In a previous study (Salomon et al., 2000), my colleagues and I, using data that included the subset forming the present sample, reported correlations of approximately .78 between RSA reactivity across three different tasks given during the same testing session. Evidence for longitudinal stability across testing sessions has been found as well. Sloan, Shapiro, Bagiella, Gorman, and Bigger (1995) examined the temporal stability of RSA reactivity during two tasks repeated across three sessions in adults. They reported correlations of .27 for the individual tasks and .38 for combined-task RSA levels across testing sessions. A review of the literature revealed no studies to date in which researchers have examined longitudinal stability of RSA reactivity in children.

Vagal Control in Children

Researchers measuring RSA in children should take into account the known early developmental changes in vagal control of the heart. In general, children exhibit a fivefold increase in RSA during infancy and childhood and then exhibit a decline with age, reaching minimal levels between the ages of 70 and 79 (Korkushko, Shatilo, Plachinda, & Shatilo, 1991; Umetani, Singer, McCraty, & Atkinson, 1998). However, it is unclear at what point RSA reaches a maximum level. Some researchers have suggested that RSA peaks sometime between the ages of 4 and 6 (Finley & Nugent, 1995; Yeragani, Pohl, Berger, Balon, & Srinivasan, 1994), whereas others have found a peak between ages 10 and 14 (Korkushko et al., 1991; Massin & von Bernuth, 1997). Although RSA increases across childhood, significant stability of rank ordering has been demonstrated, with longitudinal correlations ranging from .36 to .55 (Bar-Haim, Marshall, & Fox, 2000; Marshall & Stevenson-Hinde, 1998; Porges et al., 1994). Although childhood and adolescence involve significant changes in vagal control of the heart, RSA tends to maintain in a stable trajectory across childhood and can be predictive of vagal control later in life.

The present data involve a follow-up of the sample of children and adolescents reported in Allen and Matthews (1997) and Salomon et al. (2000). Among the larger sample obtained at the initial visit, participants exhibited individual response stereotypy for RSA reactivity (Salomon et al., 2000). In the present follow-up sample, RSA reactivity was examined in respect to individual response stereotypy, stability, and prediction of later resting vagal control. I expected that participants would exhibit individual response stereotypy across tasks at Visit 2. In addition, I hypothesized that participants would exhibit stability of RSA across visits. Thus, I predicted that resting RSA at Visit 1 would be related to resting RSA at Visit 2, and RSA reactivity at Visit 1 would be related to RSA reactivity at Visit 2. Finally, I hypothesized that RSA reactivity at Visit 1 would predict resting RSA at Visit 2, regardless of resting RSA at Visit 1.

Method

Participants

A total of 203 participants (124 children and 79 adolescents) were recruited from school districts in the metropolitan Pittsburgh, Pennsylvania, area for the initial phase (Visit 1) of the longitudinal study. Two participants who completed the laboratory protocol were excluded from the analyses, 1 because of a fever and 1 because of protocol problems. Participants in the child cohort were between 8 and 10 years old at Visit 1 and were prepubertal. Participants in the adolescent cohort were required to be between the ages of 15 and 17 at Visit 1, and signs of late- to postpuberty were required for their involvement. Pubertal status was assessed with the interview version of the Petersen Pubertal Development Scale (Petersen, Crockett, Richards, & Boxer, 1988). Because the goal was to recruit African American and European American participants of lower middle-class to middle-class families, participation was restricted to individuals whose parents did not have professional degrees.

Eligibility requirements were as follows: no history of CVD, mental illness, or any condition (e.g., high blood pressure, asthma, use of oral contraception) that requires medication that might affect the cardiovascular system; no drug or alcohol abuse and no professional psychiatric counseling in the past year; less than 80% above their ideal weight according to Metropolitan height and weight tables; and no smoking within 12 hr prior to the session. The 80% below-ideal-weight criterion was imposed because of concerns about obtaining impedance cardiography signals of adequate fidelity with heavier children. Less than 2% of potential participants were excluded during initial screening because of weight.

Of the original 201 participants, 149 returned for the follow-up phase (Visit 2) of the study between 1.4 and 6.2 years later. Of the original group of 123 children, 100 returned, ranging in age at Visit 2 from 9 to 14 years. Of the original 78 adolescents, 49 returned, ranging in age from 17 to 21 years. Fifty-two participants did not return (24 were not invited back because they had not participated in the voluntary echocardiogram at Visit 1, 14 could not be located, 13 declined follow-up participation, and 1 was deceased). The final distribution for Visit 2 contained 24 African American female children, 25 European American female children, 22 African American male children, 29 European American male children, 9 African American female adolescents, 15 European American female adolescents,
10 African American male adolescents, and 15 European American male adolescents.

**Physiological Recording Apparatus**

The electrocardiogram (ECG) was used for the measurement of heart periods to compute RSA with the mean successive difference (MSD) statistic. The ECG signal was transduced using two active and one ground Cleartrace LT disposable silver–silver chloride electrodes (Conmed An- dover Medical, Haverhill, MA) with a modified Lead II configuration. The ECG signal was filtered and amplified by a Coulbourn 875–11 amplifier/ coupler (Coulbourn Instruments, Allentown, PA). Impedance cardiography and blood pressure were also collected. However, those data are not presented here.

Processing of the ECG and impedance signals was accomplished with the Cardiac Output Program (COP; Microtronics, Chapel Hill, NC), an online computerized video graphics system for ECG and impedance cardiography analysis. Basal impedance, the first derivative of the pulsatile impedance signal (dZ/dt) and the ECG, was sampled at 500 Hz per channel with a personal computer-based microcomputer hosting an analog-to-digital converter board. Details of the calculations of the various physiological measures from impedance cardiography can be found in Sherwood et al. (1990).

**Experimental Tasks**

At Visit 1, participants completed four reactivity tasks: reaction time, mirror tracing, Social Competence Interview (SCI; Ewart & Kolodner, 1991), and forehead cold pressor. At Visit 2, participants engaged in three of these tasks; the interview was not repeated at Visit 2. Data from the forehead cold pressor tasks were not used in the present analyses, as the data were collected in such a way to make interpretation of HPV suspect. Therefore, the forehead cold pressor task is not discussed further in this article.

**Reaction time.** A computerized choice reaction time task required the participant to respond as quickly as possible to a 1000-Hz tone presented via headphones by pressing a joystick button but to refrain from responding to a 2000-Hz tone during the 3-min task, a PC presented tones at irregular intervals. Participants received a monetary reward, with the amount depending on their performance. On average, participants received $5 for the task.

**Mirror tracing.** Participants were required to trace around a copper star with a metal stylus while only being allowed to see the mirror image of the star. The tracing apparatus (Catalog No. 31213, Stoelting, Chicago, IL) was interfaced to a PC, and customized software kept track of the task time and whether the stylus was on the star. Going off the star produced a loud beep through the headphones. The task time was 3 min.

**SCI.** Participants were administered the SCI by a trained interviewer. Participants taking the SCI are encouraged to describe and discuss an interpersonal source of distress for at least 10 min but for no longer than 15 min. Ewart and Kolodner (1991) have shown that this task elicits relatively large increases in blood pressure and heart rate. Physiological responses were collected during the first 10 min of the task.

**Experimental Protocol**

The protocol was explained to the parents in detail during the initial recruitment contact. Adolescents and their parents were required to sign a consent form prior to their participation in the protocol (the younger children signed an assent form, and their parents signed a separate consent form). The Institutional Review Board of the University of Pittsburgh Medical Center, Pennsylvania, approved all consent and assent forms.

Participants arrived at the laboratory at about 8:30 a.m. after an overnight fast and fluid restriction. Height, weight, and skin folds were measured after the participant changed into a hospital gown. A venous blood draw was then performed for a variety of biochemical assays (not reported here). After the blood draw, the participants were given a light breakfast, then electrodes and transducers were applied for ECG, impedance cardiography, and blood pressure measurement. Participants were then given instructions to relax for an initial 10-min rest period.

The reactivity tasks were given in a counterbalanced order with 8-min intertask rest periods. A final 10-min rest period followed the last task. Sensors were removed following the last rest period, and participants were then given a number of psychosocial questionnaires, the results of which are not reported here. Participants were paid $75 for completing the protocol, along with money earned on the reaction time task.

**Data Reduction**

ECG data were collected on a minute-by-minute basis during the last 3 min of the initial and final rest periods, during the last minute of the intertask rest periods, during the entire 3 min of reaction time and mirror tracing tasks, and during the first 10 min of the SCI. COP allowed for collection of 55 s of each minute, with 5 s of the minute needed for writing the file to disk. Customized software allowed me to extract continuous heart period data from files created by COP. The data were screened and edited for artifactual values, and the MSD was computed for each data series. MSD was obtained by calculating the absolute difference between successive heart periods and then averaging those differences over a particular time period.

MSD was used on the basis of evidence that it estimates heart-to-beat variability in the respiratory frequency range and correlates with vagally mediated heart rate variability (Fox, 1983; Hayano et al., 1991; The Task Force of the European Society of Cardiology and the North American Society of Pacing and Electrophysiology, 1996; Yeh, Forsythe, & Hon, 1973). As a differencing technique, low-frequency sources of variability in the heart period series, such as linear trends and very slow oscillations, are filtered out. MSD tracks pharmacologically manipulated cardiac vagal control. Hayano et al. (1991) defined vagal cardiac control as the change in mean interbeat interval from sympathetic to full autonomic blockade during paced breathing at 0.25 Hz. MSD correlated at .92 with this index of vagal cardiac control, similar in magnitude to the .91 correlation obtained between high-frequency spectral power and vagal cardiac control (Hayano et al., 1991).

**Data Analyses**

The initial rest period was selected as the baseline period because the majority of cardiovascular measures were lowest during this period. I computed reactivity scores by subtracting the baseline value from the task value. To create an aggregate measure of reactivity across the three tasks at Visit 1, I performed $z$ transformations of the reactivity scores and then averaged those scores.

For multiple regression analyses, I first examined the effects of age, race, and gender and their interaction on Visit 2 resting RSA using the proce-dures outlined in Jaccard, Turrisi, and Wan (1990). To examine the effects of Visit 1 RSA reactivity on Visit 2 resting RSA levels, I performed a hierarchical analysis, regressing Visit 1 resting RSA and Visit 1 averaged standardized task reactivity on Visit 2 resting RSA while controlling for body mass index (BMI); duration between visits; age; race; and gender. In regression equations involving interaction terms, continuous variables were centered on their means.

**Results**

I examined the distributions for resting RSA, RSA reactivity for each task, and averaged RSA reactivity. I identified 2 participants whose values for reaction time, mirror tracing, and averaged RSA...
reactivity were outliers (> 3 standard deviations from the mean) and removed their data from the analyses. This reduced the skew for these variables such that the skew for all continuous variables was less than 1 in absolute value.

I performed independent sample t tests comparing the remaining 147 who participated and the 28 eligible nonparticipants on Visit 1 resting RSA, on RSA reactivity averaged across tasks, and for each task separately. Participants did not differ significantly from nonparticipants in Visit 1 resting RSA or mirror tracing and interview RSA reactivity (all ps > .14). There was a marginally significant trend, suggesting that participants exhibited greater decreases in RSA to the reaction time task than did nonparticipants at Visit 1, t(173) = −1.88, p = .06. Comparisons of Visit 2 participants with those who were not invited to participate (n = 22; see eligibility criteria) revealed no significant differences in resting RSA or RSA reactivity at Visit 1 (all ps > .09).

The relationship between resting RSA and RSA reactivity was examined within visits. At Visit 1, resting RSA was correlated with change in RSA (rs = −.60, −.69, and −.63, all ps < .01, during the reaction time task, the mirror tracing task, and the interview, respectively). At Visit 2, resting RSA was correlated with change in RSA (rs = −.36 and −.45, ps < .01, during the reaction time and mirror tracing tasks, respectively). These correlations show that greater resting RSA was predictive of larger decreases in RSA during the tasks, particularly at Visit 1.

I calculated means and standard deviations for RSA at baseline and tasks for groups by age, gender, and ethnicity. These are presented in Table 1 for descriptive purposes. On average, the SCI produced the largest changes in RSA at Visit 1, whereas the reaction time and mirror tracing tasks produced the smallest changes at both visits. Similar to prior analyses (Salomon et al., 2000), the percentage of participants who exhibited increases in RSA was examined for each task. These percentages for the reaction time task, mirror tracing task, and interview were 22.4%, 15.6%, and 11.1%, respectively. Pearson product–moment correlation coefficients between pairs of tasks were computed to examine the consistency of RSA reactivity at each visit. At Visit 1, the correlation between reaction time and mirror tracing was .75 (p < .01); between reaction time and interview, .76 (p < .01); and between mirror tracing and interview, .74 (p < .01). At Visit 2, the correlation between reaction time and mirror tracing was .68, p < .01.

I performed correlations between Visit 1 and Visit 2 RSA levels. Resting RSA was correlated at .48 (p < .01), between visits. Table 2 presents Pearson product–moment correlation coefficients between RSA reactivity at Visit 1 and Visit 2. Within-task correlations between RSA reactivity across time were small. Reaction time reactivity at Visit 1 correlated significantly with reaction time and mirror tracing reactivity at Visit 2. All other individual task correlations were not significant. The correlation between the three-task aggregate reactivity scores was also nonsignificant (r = .10, p = .23). I created an aggregate reactivity score including only reaction time and mirror tracing reactivity at Visit 1, as only these two tasks were repeated at Visit 2. The correlation between the two-task aggregate reactivity scores was .17 (p = .04).

Age, gender, ethnicity effects, and their interactions were regressed on Visit 2 resting RSA. BMI and duration between visits were included as predictors on Step 1, but these variables were not included in any interactions because none were expected or predicted. Gender was a significant predictor of Visit 2 resting RSA, with boys and men exhibiting greater RSA than did girls and women. The variance accounted for by BMI, duration, age, gender, and ethnicity was 11.1%, and the multiple correlation squared was significant, F(5, 139) = 3.48, p = .005. Step 2 included the three bivariate interactions among age, gender, and ethnicity. No interaction was significant, and this step did not account for a significant amount of additional variance, ΔF(3, 136) = 0.70, p = .55. Step 3 added the three-way interaction among age, race, and ethnicity and was also not significant, ΔF(1, 133) = 0.17, p = .68.

### Table 1

**Mean Baseline Levels and Reactivity Scores of RSA**

<table>
<thead>
<tr>
<th>Visit</th>
<th>Girls and adolescent women</th>
<th></th>
<th></th>
<th>Boys and adolescent men</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>African American</td>
<td>European American</td>
<td></td>
<td>African American</td>
<td>European American</td>
<td></td>
</tr>
<tr>
<td><strong>Children</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M</td>
<td>65.3</td>
<td>−13.5</td>
<td>−22.1</td>
<td>45.9</td>
<td>−6.8</td>
<td>−12.2</td>
</tr>
<tr>
<td>SD</td>
<td>39.3</td>
<td>13.5</td>
<td>22.7</td>
<td>16.7</td>
<td>21.4</td>
<td>15.1</td>
</tr>
<tr>
<td><strong>Adolescents</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M</td>
<td>68.7</td>
<td>−27.2</td>
<td>−28.8</td>
<td>−22.0</td>
<td>63.9</td>
<td>−19.1</td>
</tr>
<tr>
<td>SD</td>
<td>42.3</td>
<td>27.1</td>
<td>19.9</td>
<td>25.1</td>
<td>38.6</td>
<td>27.6</td>
</tr>
<tr>
<td><strong>Visit 2</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Children</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M</td>
<td>50.7</td>
<td>−7.6</td>
<td>−10.1</td>
<td>35.3</td>
<td>0.3</td>
<td>−2.5</td>
</tr>
<tr>
<td>SD</td>
<td>29.3</td>
<td>20.2</td>
<td>19.1</td>
<td>16.1</td>
<td>14.1</td>
<td>12.5</td>
</tr>
<tr>
<td>Adolescents</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M</td>
<td>55.4</td>
<td>−4.9</td>
<td>−7.8</td>
<td>48.6</td>
<td>−2.0</td>
<td>−6.6</td>
</tr>
<tr>
<td>SD</td>
<td>30.7</td>
<td>21.2</td>
<td>17.7</td>
<td>28.1</td>
<td>11.8</td>
<td>24.2</td>
</tr>
</tbody>
</table>

**Note.** RSA = respiratory sinus arrhythmia; B = baseline; RT = reaction time; MR = mirror tracing; SCI = Social Competence Interview.
The results of the regression analyses examining the effects of Visit 1 RSA on Visit 2 resting RSA are presented in Table 3. Step 1 of this analysis was identical to Step 1 of the previous regression analysis. Although BMI, duration, age, and ethnicity were not independent significant predictors in the first regression analysis, their effects were not zero, and thus I included them again. On Step 2, Visit 1 resting RSA accounted for an additional 17.1% of the variance in Visit 2 resting RSA, and the multiple correlation squared change was significant, \( \Delta R^2(1, 138) = 32.94, p < .01 \). On Step 3, mean standardized RSA reactivity accounted for an additional 4.7% of the variance in Visit 2 resting RSA, which was significant, \( \Delta F(1, 137) = 10.67, p = .002 \). On Step 4, the bivariate interactions among RSA reactivity and age, gender, and ethnicity were examined. This step did not account for a significant amount of additional variance. The interaction between gender and Visit 1 RSA reactivity approached significance, \( t(138) = -1.93, p = .056 \), suggesting that the slope for boys and adolescent men was smaller than the slope for girls and adolescent women. Tests of the simple slopes revealed that the slopes for both female and male participants were significant, \( t(63) = 3.45, p = .001 \), and \( t(68) = 2.20, p = .029 \), respectively.

The predictive value of RSA was examined for each task individually. I performed three separate regression analyses that were parallel to the aggregate reactivity model, except that on Step 3 I entered reactivity for only one of the three tasks. Age, race, gender, BMI, duration between visits, and Visit 1 resting RSA were entered on Step 1. On Step 3 of their respective regression analyses, Visit 1 mirror tracing and RSA reactivity of the SCI accounted for a significant amount of variance in Visit 2 resting RSA. Visit 1 mirror tracing RSA accounted for 5.5% of variance in Visit 2 resting RSA, \( \Delta F(1, 137) = 11.47, p = .001 \), and RSA of the SCI accounted for 4.6% of variance, \( \Delta F(1, 134) = 9.28, p = .003 \). However, Visit 1 reaction time RSA levels did not significantly predict Visit 2 resting RSA, \( \Delta F(1, 137) = 2.44, p = .12 \).

Discussion

In the present study, I examined whether RSA reactivity predicted resting RSA approximately 3 years later in children and adolescents. The results supported my predictions. First, initial resting RSA accounted for 17% of the variance in resting RSA from 1.5 to 5.0 years later. This finding is compelling considering the age of the sample and the known developmental changes in RSA. This finding also supports Porges and colleagues’ (Porges, 1995, 2001; Porges et al., 1994, 1996) contention that vagal control predicts vagal control. Further, RSA reactivity predicted later resting RSA, when controlling for initial resting RSA, age, gender, ethnicity, BMI, and duration between visits. Reactivity accounted for approximately 5% of the variance in Visit 2 resting RSA, which was a smaller effect than in Visit 1 resting RSA but still meaningful in light of the sensitivity of this predictor (Prentice & Miller, 1992). In short, reactivity measured during three short tasks on a single visit predicted resting level approximately 3 years later.

The nature of the relationship between Visit 1 reactivity and Visit 2 resting level was such that a larger decrease in RSA during stress was related to lower resting RSA. Although children on average showed decreases in RSA during these tasks, approximately 11% to 22% of children exhibited RSA increases. Thus, children who tend to show RSA increases or smaller decreases during stress may have the benefit of higher levels of cardiac vagal control on entering young adulthood. Research shows that RSA decreases steadily after adolescence (Korukushko et al., 1991), suggesting that those with active vagal brakes may begin this decline from a higher starting point. Whether the predictive-value RSA reactivity is evident in adult samples remains to be tested.

The present findings also confirmed that RSA reactivity is relatively consistent in a child sample across a variety of tasks. Participants exhibited similar within-session RSA reactivity across tasks at Visit 1 (Salomon et al., 2000) and at Visit 2. The magnitudes of the within-session reactivity correlations are similar to correlations found with adults (Berntson et al., 1994; Sloan, Shapiro, Bagiella, Fishkin, et al., 1995; Sloan, Shapiro, Bagiella, Gorman, & Bigger, 1995). However, the present across-sessions stability estimates were lower than those reported by Sloan and colleagues in adults measured at 0, 1, 4, and 9 months after the initial study assessment (Sloan, Shapiro, Bagiella, Gorman, & Bigger, 1995). Resting RSA stability estimates in the present study may have been lower because they were based on fewer assessments.

---

1 Because task levels are often highly correlated with resting levels, I examined the issue of multicollinearity in regard to including both Visit 1 resting and Visit 1 reactivity in the same regression equation. The correlation between these was -.72. As Tabachnick and Fidell (1989) suggested, multicollinearity problems occur with much higher correlations \( r \geq .90 \). The tolerances were both .49 for Visit 1 resting RSA and Visit 1 reactivity, respectively.

2 I also conducted these regression analyses separately for the children and adolescents because the overall sample consisted of twice as many children as adolescents. Results for the children were essentially the same as those for the overall analysis, with Visit 1 resting RSA and Visit 1 reactivity both explaining a significant amount of additional variance in Visit 2 resting RSA. For adolescents, Visit 1 resting RSA accounted for a significant amount of variance in Visit 2 resting RSA, but Visit 1 reactivity did not. This is likely due to a decrease in power, as there were half as many adolescents as children. The standardized regression coefficients for Visit 1 reactivity predicting Visit 2 resting for children \( \beta = .28 \) and adolescents \( \beta = .22 \) were similar in magnitude. Further, the lack of a significant interaction between age and Visit 1 reactivity in the analysis combining children and adolescents indicates that these slopes were not significantly different.
ments at a longer time interval. RSA may also be more sensitive to proximal environmental factors. As environments change over time, so might individual response tendencies of vagal reactivity. Despite the low temporal stability of RSA reactivity, it predicted later resting RSA. To my knowledge, this study is the first to demonstrate the temporal stability of RSA reactivity in children and adolescents.

Significant gender differences in RSA at Visit 2 were observed. Boys and adolescent men exhibited higher resting RSA than did girls and adolescent women. These gender differences in resting RSA were not observed at Visit 1 in the larger sample of 201 youth (Allen & Matthews, 1997). Research on adult gender differences in vagal control has been inconsistent. Some researchers have reported that women exhibit greater RSA than do men (Huikuri et al., 1995; Mäkimattila et al., 2000; Rossy & Thayer, 1998; Sinnreich, Kark, Friedlander, Sapoznikov, & Luria, 1998), whereas others have reported no gender differences (Bigger et al., 1995; Liao et al., 1995; Ma¨kimattila et al., 2000; Rossy & Thayer, 1998; Sinnreich, Kark, Friedlander, Sapoznikov, & Luria, 1998), whereas others have reported no gender differences (Bigger et al., 1995; Liao et al., 1995; Ma¨kimattila et al., 2000; Rossy & Thayer, 1998; Sinnreich, Kark, Friedlander, Sapoznikov, & Luria, 1998). In one study including children, boys and men exhibited greater RSA than did girls and women in the 10 to 29 age group, but at ages 30 and above, the RSAs of men and women did not differ. All of the studies reporting greater RSAs for adult women included participants in their early 20s. The present results regarding gender differences are consistent with the hypothesis that into their 20s, girls and women exhibit lower RSA than do boys and men, although these differences may disappear or reverse at older ages.

In the present study, greater resting RSA predicted greater decreases during stress and greater resting RSA approximately 3 years later. In contrast to Porges’s (1995, 2001) model, greater vagal decreases during stress were not associated with greater adaptive functioning. Conversely, smaller decreases during stress—and in some cases, increases—predicted higher levels of vagal control in the future and greater self-regulation in the form of less family conflict (Salomon et al., 2000). Much of Porges’s (1995, 2001) work, as well as the work of others (Calkins, 1997; El-Sheikh, 2001; El-Sheikh, Harger, & Whitson, 2001), has demonstrated that larger decreases in vagal control during stress are related to adaptive functioning.

There are two possible explanations for the inconsistency between earlier findings and those of this study. First, researchers in the aforementioned studies examined adaptive behavioral outcomes, whereas in the present study, I addressed adaptive cardiovascular outcomes. Adaptive behavior is not necessarily synonymous with adaptive cardiovascular response. Second, differences among study tasks may explain the discrepancy among study findings. El-Sheikh et al. (2001) measured vagal reactivity in children while they listened to adults’ arguments. This type of task requires vigilance—an active monitoring of the environment for meaningful and possibly dangerous information and a readiness for quick response. For vigilance tasks, decreases in vagal control allow for sustained attention and preparation for quick spontaneous action. On the other hand, increases in vagal control are related to soothing and calming behaviors, as Porges (1995, 2001) notes. For nonvigilance tasks, smaller vagal decreases or vagal increases may facilitate controlled behavioral responses by facilitating soothing and calming. In the present sample, RSA reactivity during a vigilance task (i.e., reaction time) was not a significant independent predictor of later resting vagal control. Sahar, Shaley, & Porges’s (2001) work supports this idea. Compared with patients with posttraumatic stress disorder, participants with a past trauma but no posttraumatic stress disorder symptomatology exhibited increases in vagal control during a mental arithmetic task (Sahar et al., 2001), suggesting that vagal increases were indicative of more adaptive responses to stress. Alternatively, reaction time RSA reactivity was smaller than mirror tracing and interview reactivity in the present sample (see Table 1), and smaller changes in RSA may not have the same predictive relationship to later resting RSA.

### Table 3

**Regression Results for Visit 1 (V1) Resting RSA and RSA Reactivity Predicting Visit 2 (V2)**

<table>
<thead>
<tr>
<th>Variable</th>
<th>b</th>
<th>SE b</th>
<th>β</th>
<th>ΔR²</th>
<th>df</th>
<th>F</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>Step 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BMI</td>
<td>−1.01</td>
<td>0.60</td>
<td>−.16</td>
<td>.11</td>
<td>5</td>
<td>139</td>
<td>3.48</td>
</tr>
<tr>
<td>Duration between V1 and V2</td>
<td>−0.09</td>
<td>2.93</td>
<td>.003</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age at V2 (centered)</td>
<td>1.29</td>
<td>0.77</td>
<td>.17</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gender (female = 0)</td>
<td>13.50</td>
<td>4.34</td>
<td>.26</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ethnicity (African American = 0)</td>
<td>−6.70</td>
<td>4.25</td>
<td>−.13</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Step 2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>V1 Resting RSA</td>
<td>0.34</td>
<td>0.06</td>
<td>.43</td>
<td>.17</td>
<td>1</td>
<td>138</td>
<td>32.94</td>
</tr>
<tr>
<td>V1 RSAR</td>
<td>9.73</td>
<td>3.13</td>
<td>.31</td>
<td>.05</td>
<td>1</td>
<td>137</td>
<td>9.67</td>
</tr>
<tr>
<td>Step 4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age × RSAR</td>
<td>−0.72</td>
<td>0.75</td>
<td>−.08</td>
<td>.02</td>
<td>3</td>
<td>134</td>
<td>1.34</td>
</tr>
<tr>
<td>Gender × RSAR</td>
<td>−9.27</td>
<td>4.80</td>
<td>−.23</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ethnicity × RSAR</td>
<td>−0.45</td>
<td>4.86</td>
<td>−.01</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*Note. RSA = respiratory sinus arrhythmia; BMI = body mass index; b = unstandardized regression coefficient; RSAR = RSA reactivity standardized for each task and averaged across tasks.† p < .05. ** p < .01.*

---

**Resting RSA, While Controlling for BMI, Duration Between Visits, Age, Gender, and Ethnicity**

<table>
<thead>
<tr>
<th>Variable</th>
<th>b</th>
<th>SE b</th>
<th>β</th>
<th>ΔR²</th>
<th>df</th>
<th>F</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>Step 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BMI</td>
<td>−1.01</td>
<td>0.60</td>
<td>−.16</td>
<td>.11</td>
<td>5</td>
<td>139</td>
<td>3.48</td>
</tr>
<tr>
<td>Duration between V1 and V2</td>
<td>−0.09</td>
<td>2.93</td>
<td>.003</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age at V2 (centered)</td>
<td>1.29</td>
<td>0.77</td>
<td>.17</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gender (female = 0)</td>
<td>13.50</td>
<td>4.34</td>
<td>.26</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ethnicity (African American = 0)</td>
<td>−6.70</td>
<td>4.25</td>
<td>−.13</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Step 2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>V1 Resting RSA</td>
<td>0.34</td>
<td>0.06</td>
<td>.43</td>
<td>.17</td>
<td>1</td>
<td>138</td>
<td>32.94</td>
</tr>
<tr>
<td>V1 RSAR</td>
<td>9.73</td>
<td>3.13</td>
<td>.31</td>
<td>.05</td>
<td>1</td>
<td>137</td>
<td>9.67</td>
</tr>
<tr>
<td>Step 4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age × RSAR</td>
<td>−0.72</td>
<td>0.75</td>
<td>−.08</td>
<td>.02</td>
<td>3</td>
<td>134</td>
<td>1.34</td>
</tr>
<tr>
<td>Gender × RSAR</td>
<td>−9.27</td>
<td>4.80</td>
<td>−.23</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ethnicity × RSAR</td>
<td>−0.45</td>
<td>4.86</td>
<td>−.01</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
The present findings also suggest that RSA reactivity may alter the set point for resting RSA. Dworkin (1993, 2000) proposed that the autonomic nervous system exhibits adaptive changes through conditioning to anticipate future homeostatic disturbances. Encountering stimuli that perturb a resting state activates mechanisms to regulate the autonomic nervous system and maintain homeostasis. These mechanisms, such as the baroreflex response, create changes in the system that eventually return it to the original resting state. Through repeated exposure to perturbing stimuli and concurrent activation of higher order brain system responses to stimulus features, the autonomic system may anticipate future disturbances and adjust the resting state appropriately (Dworkin, 1993, 2000). That is, repeated changes in vagal activity during stressful situations could lead to long-term changes in resting vagal control, reflecting anticipation of future encounters with these situations. Individuals with a tendency toward vagal increases during stress should exhibit increases in resting vagal control, whereas individuals with large decreases during stress should exhibit decreases in resting vagal control. Through this process of conditioning, vagal control is regulated to a level closer to stress response tendencies.

The present results should be interpreted in light of a number of considerations. Respiration was not controlled for because breathing was neither measured nor paced. Researchers have found that within-participant changes in respiration influence changes in RSA that are independent of changes in vagal control (Grossman, Karelman, & Wieling, 1991; Houtven, Rietveld, & De Geus, 2002; Taylor, Myers, Halliwill, Seidel, & Eckberg, 2001). Other researchers have mitigated this concern, showing that correcting for changes in respiratory rate from rest to tasks may not yield an optimal estimate of changes in vagal control and that RSA reactivity corrected for respiration rate parallels uncorrected RSA reactivity under nonpaced breathing conditions (Houtven et al., 2002). However, RSA is also influenced by respiratory depth and central respiratory drive, which have also been shown to independently influence RSA (Grossman et al., 1991; Grossman & Kollai, 1993; Houtven et al., 2002; Taylor et al., 2001). Therefore, the possibility remains that the present findings are influenced by changes in respiration, not by changes in vagal control of the heart.

Lack of respiratory control presents another consideration. Validation of MSD with pharmacological blockade and spectral estimates has occurred primarily under conditions of paced breathing. In one exception, correlations between MSD and spectral estimates of RSA under conditions of nonpaced breathing averaged .75 (Friedman, Christie, & Santucci, 2002), suggesting a high degree of overlap in the two estimates. Further, similar patterns of results have been found across measures within the same study under conditions of nonpaced breathing (Thayer, Friedman, & Borkovec, 1996). A related consideration is the use of MSD as a measure of RSA. Heart period affects the number of samples included in MSD, which may bias the statistic. However, recent evidence supports the idea that estimates of MSD that are corrected for heart period sampling bias are highly correlated with uncorrected MSD (r = .98; Friedman et al., 2002). Another criticism of MSD is that as a successive beat measure, MSD captures variability around the frequency of heart rate and misses variability at the vagally mediated frequencies below 1.00 Hz. However, MSD correlates highly with vagal cardiac control at an RSA frequency of 0.25 Hz under conditions of paced breathing (Fox, 1983; Hayano et al., 1991; Thayer et al., 1996, 2000; Yeh et al., 1973). In light of these considerations, these latter findings suggest that MSD seems to adequately reflect the respiratory-mediated effects of vagal activity on the heart. Further, MSD as an index of respiratory-mediated vagal influences on the end organ are precisely the effects that should be relevant to the role of RSA as a marker for the development of CVD.

More generally, regardless of the statistic used, care must be taken when interpreting interindividual differences in RSA, such as the gender differences reported here. As Grossman and Kollai (1993) have demonstrated, individual estimates of RSA based on HPV are influenced by both vagal tone and mean heart rate. RSA can only estimate vagal modulation of heart rate and not absolute vagal control. As such, comparisons among individuals on RSA may not truly reflect absolute differences among individuals in vagal control.

From a CVD perspective, individual differences in vagally mediated reactivity may predict differences in future resting vagal control and risk for CVD, similar to the predictive relationship of blood pressure reactivity on later resting blood pressure (for evidence supporting this relationship, see Carroll et al., 2001; Matthews, Salomon, Kenyon, & Allen, 2002; Murphy, Alpert, Walker, & Willey, 1991; Newman, McGarvey, & Steele, 1999; Parker et al., 1987; Treiber et al., 2001). Within both adaptive self-regulation and CVD frameworks, in the present research I examined RSA responses to three tasks in children and adolescents as predictors of resting RSA control an average of 3 years later. I hypothesized that RSA increases during stress predict higher resting RSA, just as exaggerated blood pressure increases are related to higher resting blood pressure. Because higher resting vagal control may be related to better cardiovascular health, I suggested an adaptive reactivity hypothesis, in which vagal increases during stress are related to lower CVD risk.

Although results indicate that both resting RSA and RSA reactivity predict resting RSA over approximately 1 to 5 years in children and adolescents, the proposition that RSA reactivity is related to CVD risk is speculative. It is important to note, however, that RSA reactivity predicted higher resting RSA beyond what was predicted by resting RSA alone. In other words, reactivity did not merely protect from the deleterious effects of stress but seems to have afforded an advantage in an additional boost to resting vagal control. Dinslchter (1989), in his model of physiological toughness, proposed that exposure to intermittent stressors leads to decreased basal sympathetic nervous system arousal, in essence promoting health by rendering an individual more physiologically hardy. The present findings also suggest that exposure to stressors can lead to increased basal parasympathetic nervous system arousal, resulting from an adaptive parasympathetic stress response.
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